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Faster Blind Source Separation Block Coordinate Descent Algorithm Solving LQPQM

Abstract —\We propose a new algorithm for AuxIVA based Minimize wrt to only part of W¢

BSS using majorization-minimization. Along the way, we solve 1P [3] P2 [4] 1SS [5]
a new type of non-convex optimization problem that we call

log-quadratically penalized quadratic minimization. . . i .
Blind Source Separation by Independent Vector Analysis
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